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Karnaugh Maps (“K-Maps”)
cs309

Computer Science

Based on the Theorem:

XA’ + XA = x(A'+A) =x

This means that two product terms that differ only in one literal
(the literal is complemented in one term and uncomplemented in
the other) can be grouped to form a single term without that
literal. Call terms like this “logically adjacent”.

examples:

w'X'yz + wx'yz = X'yz

ab’+ab=a
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Xyz + Xy'z + Xy'z' + X'y'z' = xz +y'z’
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Extending the theorem

cs309

The theorem extends to any number of terms that is a power of 2

Notice that all possible combinations of

/ / / / A and B are included here

XA'B’ + XA'B + XAB' + aAB = XA'(B’ + B) + xA(B’ + B)
= XA + XA
=X
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Logically-adjacent minterms

cs309

The Karnaugh Map (“K-Map”) is a diagram that arranges the minterms so that if two
Minterms are Logically Adjacent, they are physically adjacent in the diagram.

For 3 variables

mO ml m3 m2
000 001 011 010
xXy'z' Xy'z X'yz X'yz'
m4 m5 m7 mé
100 101 111 110
xy'z’ Xy'z Xyz xyz'

This gives a convenient way to combine logically-adjacent terms
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2-variable Karnaugh Map
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Grouping

cs309

Computer Science

AT
9

We can group 2

adjacent terms on the K-Map.

The resulting term contains those literals
that are common to all of the grouped
terms.

In the example above, we grouped minterms
Xy’ and xy

The result is
X
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Grouping

cs309

Q
o
c
=
O
)
S
(]
2
S
o
S
o
O

o
i@ o)

Note that it's OK to use a minterm
more than once.
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The K-Map gives the same results as algebraic

(<))
5 simplification (faster)
3 cs309
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XY 0 1
0| O 1

Algebraically:

f(X,y) = X'y + Xy’ + Xy fooy) =y +x
=Xy + Xy +Xy + Xy

=Xy + Xy + Xy + Xy

(X+x)y + X(y'+y)

=y + X
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3-variable K-Maps

cs309

Q
o
c
=
O
)
S
(]
2
S
o
S
o
O

End cells are adjacent
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Example

cs309

Computer Science

f(x,y,z) = Zm(2-5)
JZ00 01 11 10

0 1 3/-'
(G
i [

f(x,y,z) =xy' + Xy
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Example 2
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f(x,y,z) = £m(3,4,6,7)

200 01 11 10

X
0 1 2
1]

0

[
[of [« f]

f(x,y,z) =xz' +yz
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Example 3
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Computer Science

f(x,y,z) =Em(0, 1, 3, 4, 5)

200 _01 11 10

X
0 A PR
1
N
4 5 Ui 6
1 1

f(x,y,z) =y + Xz
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Mapping SOP expressions onto the K-Map

cs309

For each product term, write 1 in every cell that is in the “intersection” of the literals in the term

X'yz' Xz
z
LS00 01 11 10 R Z00 01 11 10
0 0 1 3 2 1 ” ) 1 3 2
0
4 5 7 6 2 5 7 6
1 1 1 1
H’_/
yz
Yy + Xz Xy +XZ' +yz'
z
QZ00 01 11 10 JZoo 01 11 10
0 0 1 [3 1 2 ) 1 3 2
1 1 0| 1 1
4 5 7 6 2 5 7 6
1] 1 1 11 1 1
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Computer Science

=
>
0
=
=
3
Bl
£
@
=
{59}
Q
E
<
Y=
)
>
=
1)
<
@D
2
c
=)
@)
=
=

Note: the bigger the groupings, the simpler the

expression
cs309
Xzy/oo 101 ;[11 210 JZ00 01 11 10
of 1|1 N1 of 1 /1 S
141 51 71f 141 51717
f(xyz) =y +yz fixyz)=y +z
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Note: We must cover all terms, but covering terms
more than once increases complexity

f(x,y,z2) =y'z' + xz

G. W. Cox — Spring 2010
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JZoo o1 11 10

0

1

T 3 2
[

[~ ¢
gor

f(x,y,z) =y'z’ + xz + xy’

Computer Science

=
>
0
=
=
3
Bl
£
@
=
{59}
Q
E
<
Y=
)
>
=
1)
<
@D
2
c
=)
@)
=
=

4 variable K-Maps

00 01 11 10
WX

00| myg | m [ mg | m,

01| m, | mg [ m, | mg

11 m12 m13 m15 m14

lo mB m9 mll mlO
Sides are
adjacent
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Top and Bottom
Are adjacent

Note that

The 4 corners
are adjacent to
each other




Grouping
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f(w, x,y,z) = Em(0, 1, 10, 11, 14, 15)

nyz 00 01 11 10
fo 1 3 2
o 1 |1
\
7

01

@
=
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12 13 }5/ 14
1

8 9 11 10

10 1 1

11

f(w, X,y,z) = WXy’ + wy
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Crossing the sides
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Computer Science

f(w, x,y,z) = £m(0-2, 4-6, 8, 9, 12-14)

200 01 11 10
WX

S
6\"\

I 3
of| ¥ [ 1 X i
12 13 5 14
1 1 1 1

\
8 9 111 10
10 1)1

f(w, X,y,2) =y + Wz + xz’'
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Crossing top and bottom, grouping corners
(continued)
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F(A,B,C,D) = AB'C' + B'CD’ +A’'BCD’ + AB'C’

cD
09 01 11

R
ST 1)

01

12 13 15 14

11

oA

r/

F(A,B,C,D) =B'C' + B'D' + ACD’
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Grouping definitions
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Definitions:

Computer Science

- “Prime Implicant” = “Group”

- “Essential Prime Implicant” = a Prime Implicant that includes at least one minterm that
is not included in any other Prime Implicant

CD

P RN
0 1 2,
O\B‘\l) 1 v L~ B'D’ and BD are
4 7 Essential Prime Implicants
al 1] 1Y
FPI I FER CD and B’C are Prime Implicants,
11 1 1 but not Essential Prime Implicants
11

8 9
19//1) 1 ™~

/NN
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A grouping process

1. Select all Essential Prime Implicants

cs309

2. Select the minimum number of additional Prime Implicants that cover all remaining minterms

G. W. Cox — Spring 2010

CD
000 01 a1y
0 1 2
0\0‘\1) & b L
2 7
o 1 1)
12 13 15
11 1| 1
8 9 11
19//1) A ~

/NN

f(A,B,C,D) = B'D’ + BD + CD _
-OR- Same number of literals

f(A,B,C,D)=B'D'+ BD +B'C

Computer Science
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Complementing with K-Maps
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To simplify the complemented expression, group the 0's

f(w, x,y,z) =Em(0, 1, 10, 11, 14, 15)

J200 01 11 10
WX 5

1 3 2
oof 1 1 0 0
— |5 7 6
ol ol oVo /o
~ | | ——

13 15 a

1 }25 0 1 1
8 9 11) 10
10\ O 0 1 1

f'(w, X,y,Z) = WYy + WX + wy

cs309
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Classroom Examples
Don'’t cares
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“Don’t Cares”
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Sometimes we don't care if a the result of evaluating a Boolean expression for a particular
minterm gives a 0 or 1. This often happens because the combination of literals represented by
the minterm cannot occur.
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Example: f(ABCD)=L1 if the BCD digit ABCD is even (not 0)

The University Of Alabama in Huntsville
FRHRFRPKHRHFPFROOOOOOOO
PFHPHKFHPOOOOKFHHKHHKHHKHOOOO
HFPFOOKFPHOOHHFHOOKRHOO
HOHOKFHOHOKHOKFHOHOHO
AR OF O OKRKORORO

f(ABCD) = £m(2,4,6,8) + £d(10-15)

G. W. Cox — Spring 2010

Possible to consider don’t cares in grouping:
(1) Treatthem asifeachdis 1

cs309

f(ABCD) = ¥m(2,4,6,8) + £d(10-15)

Computer Science

If we treated all don’t cares as 1:

CD
AB 00 01 11 1Q

0 1 3 2
ST
o1 11\5 7 1

E}a 15 14
11 d d

N ___/

8 ? 11 0

10 _l/ d\d

f(ABCD) = BD' + AB + AD’ + CD’ (8 literals)
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Possible ways to consider don’t cares in grouping:
(2) Treatthem as ifeach dis 0
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f(ABCD) = £m(2,4,6,8) + 2d(10-15)
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If we treated all don't cares as 0:

CD
00 01 11
A 130

00 1

T 5 7 6 o
o[D | K
T 12 13 15 14 T

11| d d d d
/a’>g 11 d 1ud
10( 1
N

f(ABCD) = A'CD’ + A'BD’ + AB'C’'D’ (10 literals)
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The best way to consider don’t cares in grouping
cs309

f(ABCD) = ¥m(2,4,6,8) + £d(10-15)

Computer Science

The best approach:
- treat d’s as 1 where they help make larger groups for the “real” 1's
- treat them as 0 where they do not.

CD
00 01 11
AB i\

of T T [
J

T 5 7

01| 1

= 13 15 14

11| d d d d

10| 1 d \d

f(ABCD) = CD’ + BD' + AD’ (6 literals)
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3 Example

5 (3.9 in text)
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E. f(wxyz) = £m(1,3,7,11,15) + £d(0,2,5)
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z 00 01 11 10 00 01 11 10
2 WX [o—1 3 1z —] WX Y5 1 3 2
£ 00(&1/1} ood1ﬂd
I 4 5 f7 6 2 5 f7 y
= 01 d |1 01 d |1

g 12 13 15 14 12 13 15 14
= 11 1 11 1

-('% 8 9 1 10 8 9 1 10
= 10 1 10 1
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= f(wxyz) = yz + w'x’ f(wxyz) =yz + w'z
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Computer Science

Classroom Examples
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