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Abstract— Multi-class classification problem has become a 

challenging problem in bioinformatics research. The problem 

becomes more difficult as the number of classes increases. 

Decomposing the problem into a set of binary problems can be 

a good solution in some cases. One of the popular approaches is 

to build a hierarchical tree structure where a binary classifier is 

used at each node of the tree. This paper proposes a new greedy 

technique for building a hierarchical binary classifier to solve 

multiclass problem. We use neural networks to build all possible 

binary classifiers and use this greedy strategy to build the 

hierarchical tree. This technique is evaluated and compared 

with two popular standard approaches One-Versus-All, One-

Versus-One and a multi-class single neural network based 

classifier. In addition, these techniques are compared with an 

exhaustive approach that utilizes all possible binary classifiers 

to analyze how close those classifiers perform to the exhaustive 

method.   

Keywords- Hierarchical Binary Classifiers, Neural Networks, 

Error-Correcting Output Codes, Biological Data  

I.  INTRODUCTION 

There has been significant research on multi-class 
classification problem [12, 14 15, 16, 21]. In binary 
classification, each data is classified as true (belongs to) or 
false (does not belong to). In multi-class classification, a data 
may be classified into one of many classes. Multi-class 
classification problem is not a rare problem in bioinformatics. 
For example, protein crystallization, thyroid diseases, yeast, 
iris, and breast tissue classification are some of the examples.  

The multi-class classification problem has been usually 
studied in two ways: a) use a (single) multi-class classifier 
and b) build multiple binary classifiers. The computational 
complexity increases as the number of classes increases. 
Using a single multi-class classifier is a challenging task 
since the classifier needs to develop a model to distinguish a 
class from any other class. Using a multi-class classifier does 
not necessarily provide a good accuracy on the classification. 
Hence, decomposing multi-class problem into multiple or 
hierarchical binary classification problems has also been 
considered alternatively. This concept leads to the design of 
Hierarchical Binary Classifiers (HBCs) where values at a 
node indicate classes before splitting. Though studies on 

binary classification problem are relatively frequent in 
scientific literature, very few studies have been carried out on 
the performance of hierarchical binary classifiers.  

For hierarchical binary classifiers, powerful binary 
classifiers such as support vector machines [6] are usually 
used. Although it is rare, multi-class classifiers such as neural 
networks have also been used as a binary classifier in the 
hierarchy [15]. Each node in the hierarchy classifies into two 
subsets of classes which will be called as macro-classes here. 
Different techniques have been proposed to select the macro-
classes at each node.  In [16], SVM is used to divide a K-class 
problem into two macro classes (a collection of several 
classes) where the number of classes in each macro-class is 
the same. However, this hierarchical separation with equal-
sized macro-classes may not be optimal at each node. In [15], 
hierarchical GMDH-based neural network model was 
designed for multi-class problem where topological features 
of handwritten numerals were used for dividing the classes. 
In their method, they also determine the set of features to be 
used at each node.  

This paper explores the performance of hierarchical 
binary classifiers to solve multiclass problem. The 
hierarchical binary classifiers are used in the literature, but 
their capabilities or limitations and performance in terms of 
accuracy have not been studied. Apart from hierarchical 
binary classifiers, two popular techniques for binary 
classification have also been used: One-Versus-All (OVA) 
and One-Versus-One (OVO). In addition, we utilize a method 
of using all binary classifiers to observe the performance of 
the hierarchical binary classifier. Since building all 
hierarchical binary classifiers is computation intensive, we 
propose a greedy technique for building hierarchical binary 
classifiers. We use neural networks as a binary classifier in 
our hierarchical binary classifiers for experimental purposes. 
In this paper, we compare the performance of hierarchical 
binary classifier with respect to OVA, OVO and multilayer 
perceptron neural network classifier as well. This work also 
includes a comparative study with an exhaustive method 
which is most often avoided due to its requirement of training 
a high number of classifiers [12]. A popular generalization 
method known as Error-Correcting Output Codes (ECOC) 
[13] is used for embedding the results of binary classifiers in 
OVO, OVA and exhaustive approach. 
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II. BACKGROUND  

Multiclass classification problem is to map the data 
samples into more than two classes. There are two main 
approaches for solving multiclass classification problems. The 
first approach deals directly with the multiclass problem and 
uses algorithms like Decision Trees [1, 2], Neural Networks 
[3], k-Nearest Neighbor [4] and Naive Bayesian classifiers 
[5]. The main problem with this approach is to determine 
features that will distinguish classes when the number of 
classes increases [7]. As a result, this approach is likely to 
yield lower accuracy.  

The second approach solves the multiclass problem by 
converting it into a set of binary classification problems using 
binary classifiers such as Support Vector Machines. Several 
methods have been proposed to decompose the multiple-class 
problem into binary problems. The One-Versus-All (OVA) 
and One-Versus-One (OVO) are the two popular methods of 
decomposition.  In One-Versus-All (OVA), K class problem 
is solved by K binary classifiers, where each classifier 
discriminates a given class from the other K−1 classes [8]. In 
One-Versus-One (OVO), a binary classifier is built to 
distinguish a class from each other class. This requires 
building 𝑲(𝑲 − 𝟏)/𝟐binary classifiers [9]. Dense [10] and 
sparse random [11] schemes are also introduced as a solution 
to decompose into binary classifiers. Another scheme known 
as exhaustive method generates all possible binary classifiers 
for a given multiclass problem [12].  

Solving multiclass problem using binary classifiers also 
has several drawbacks. The main problem is to integrate the 
results of binary classifiers to classify data. Error-Correcting 
Output Codes (ECOC) is a general framework to integrate the 
results of binary classifiers to address the multiclass problem 
[13]. It consists of two steps: encoding and decoding. 

A. Encoding Step 

In the encoding stage, a codeword is assigned for each of 
the classes. If there are n possible binary classifiers for a K- 
class problem, then a codeword of length n is obtained for 
each class where each position of the code corresponds to a 
response of a given binary classifier. Arranging the codewords 
as rows of a matrix, we define a ternary coding matrix M, 

where 𝑴 ∈ {−𝟏, 𝟎, +𝟏}𝑲×𝒏  .In this matrix M, +1 and -1 is 
defined by the class membership of the left-right part of binary 
classifiers. For example, +1 for 1-2 classifier indicates that 
data belongs to class 1 and -1 indicates that data belongs to 
class 2. The value 0 is used to indicate that the class is not 
considered as a member of the binary classifier [20]. Fig. 1 
shows an example of encoded coding matrix M for 3-class 
problem.  

B. Decoding Step 

In the decoding step, applying the n trained binary 
classifiers, a code is obtained for each data point in the test 
set. This code is compared to the base codewords of each 
class defined in the matrix M, and the data point is assigned 
to the class with the ”closest” codeword. The most frequently 
applied decoding designs are: Hamming decoding, Inverse 
Hamming decoding, and Euclidean decoding [13]. 
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Figure 2. Encoded Coding Matrix for ECOC 

 
There is another approach that divides the output space 

in a hierarchical fashion, i.e., the classes are arranged into a 
tree where the path from the root node to a leaf node leads to 
a classification of a new pattern. In Hierarchical Binary 
Classifiers (HBCs), each node of a tree is a binary classifier 
that uses K−1 binary classifiers to classify a K-class problem 
[14]. For testing, around log2K classifiers are required to 
traverse a path from top to bottom. Thus, the number of 
required calculations to classify is reduced in this approach. 
The hierarchical splitting (i.e., the macro-class selection) at 
each node in the hierarchy should not be done arbitrarily or 
by intuition. There are two different design approaches: 
bottom-up and top-down [17]. In this work, these two 
approaches are used where macro-class selection is based on 
greedy technique. 

III. PROPOSED APPROACH 

This approach solves the multiclass classification problem by 
a hierarchical binary classifier where a neural network (as an 
example) is used at each node to separate the classes. In this 
method, our major concern is to generate the best hierarchical 
tree in terms of accuracy. We use neural networks to evaluate 
all the binary classifiers after the training stage and get the 
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best tree among all possible hierarchical trees. Since the 
number of all possible trees becomes high, we also propose 
two greedy techniques (top-down and bottom-up) to separate 
the classes at each node in the hierarchical tree structure. Our 
proposed method has five major steps explained below 
 

A. Train all possible binary classifiers and Generate 

encoding codeword for ECOC framework 

First, the dataset is divided into two sets: one for training 
and the other one for testing. For training, we created all 
possible binary classifiers for multiclass problem. This 
approach includes the schemes OVA and OVO. The number 
of possible combinations for K-class problem can be obtained 
using the following formula: 

 𝒇(𝑲) = ∑ ∑ 𝑷𝒊,𝒋,𝑲

𝑲−𝒊

𝒋=𝒊

⌊
𝑲

𝟐
⌋

𝒊=𝟏

 

 

where  𝑷𝒊,𝒋,𝑲 = 𝑲𝑪𝒊
 × (𝑲 − 𝒊)𝑪𝒋

  

 

 if           𝒊 = 𝒋,   𝑷𝒊,𝒋,𝑲 =
𝑲𝑪𝒊

 ×(𝑲−𝒊)𝑪𝒋

𝟐
                                                          

      (1)  
Table 1 depicts the number of possible classifiers for class 
3-8 problems.    

 

TABLE 1 :  POSSIBLE BINARY CLASSIFIERS OF DIFFERENT 

MULTICLASS PROBLEM 

Class No. of Binary Classifiers 

3 6 

4 25 

5 90 

6 301 

7 966 

8 3025 

 

After decomposing into binary classification problem, we 
trained all the neural network classifiers with the training 
datasets and store the corresponding accuracy. Since the 
number of samples in each class is not equally distributed, we 
also measure the number of misclassified images to evaluate 
the performance of each classifier. To combine the results of 
binary classifiers, a coding matrix M for three strategies 
(OVA, OVO, and exhaustive) is generated during the training 
stage (Fig. 1). In this matrix M, each row represents a code 
for a class which will be compared in the decoding stage. 

B. Develop a greedy hierarchical classifier  

After training, we build the hierarchical tree where the 
classes are separated into macro-classes at each node based 
on the accuracy of the neural binary classifier in the training 
phase. In our greedy hierarchical model, the tree has K-1 
binary classifiers and K leaf nodes for K-class problem. For 

top-down approach, at the top node it selects the best binary 
classifier i b j  that splits into two macro classes i and j where 
𝒊 ∪ 𝒋 = 𝑲. This step is followed recursively for all the macro-
classes from top to bottom and a hierarchical binary tree is 
built with K leaf nodes where each leaf node corresponds to 
a given class. For bottom-up approach a similar strategy is 
used starting from the bottom node. Fig. 2 describes this top-
down greedy technique for 5-class problem. 

In Fig. 2, at the top node best Binary Classifier 25b134 ({2, 
5} in one macro-class, {1, 3, 4} in other macro-class) is 
selected from all classifiers in IBIV, and IIB III. Here IBIV  

represents the classifiers that split classes into two group 
where the first group has one class and the other group has 
four classes.  

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. Generate all possible trees 

To understand the nature of binary hierarchical trees we 
generated all possible trees using the following recursive 
equation, 

 𝒇(𝑲) = ∑ 𝑷𝒊,𝑲
⌊
𝑲

𝟐
⌋

𝒊=𝟏
 

 

 
Figure 2. Top-down greedy techniques for 5-class problem  
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where 𝑷𝒊,𝑲 = (𝑲𝑪𝒊
) × 𝒇(𝒊) × 𝒇(𝑲 − 𝒊) 

 

if   𝒊 = (𝑲 − 𝒊),  𝑷𝒊,𝑲 =  
(𝑲𝑪𝒊

)×𝒇(𝒊)×𝒇(𝑲−𝒊)

𝟐
 

 

𝒇(𝟏) = 𝟏 , 

𝒇(𝟐) = 𝟏                               (2) 

and  K is the number of classes.  

 
This is a recursive function and the number of possible 

trees becomes high with the increase in class number.  
Table 2 shows the possible hierarchical binary trees for 
different number of classes.  

TABLE 2 : POSSIBLE HIERARCHICAL BINARY TRESS OF 

DIFFERENT MULTICLASS PROBLEM 

Class No. of Trees 

3 3 

4 15 

5 105 

6 945 

7 10395 

8 135135 

 

These trees are evaluated and the best tree is obtained by 
measuring the accuracy of binary classifiers used at each 
node in the hierarchical design. For example, to get the best 
tree for a 3-class problem, we need to evaluate all 3 
hierarchical trees (Fig. 3). The comparative result of greedy 
approach with the best tree is also included in the experiments 
section. 

D. Testing with the HBC  

For Hierarchical Binary Classifiers, we start testing the 
samples with the binary classifier at the root node of the tree. 
Each node actually corresponds to a neural network classifier. 
If the neural network outputs a value close to 1, the right 
branch is chosen. Otherwise, the left-branch is chosen. Then 
we test the sample with the next classifier along the left or 
right path of the tree structure. This process is continuously 
followed until a leaf node of the tree where desired class of 
the sample is obtained. 

E. Apply Hamming decoding strategy  

Finally, to integrate the test results of   OVA, and OVO and 
exhaustive approach, Hamming decoding technique is used. 
In this method, a coding matrix M' is obtained by testing the 
samples in the test set with all possible trained binary 
classifiers.  In the matrix M', ith row represents a codeword 
for samples i in the test set and column j is the result class 
value of test samples. For example, if there are 200 samples 
in test dataset and 6 possible binary classifiers for a 3-class 
problem[Table 1], then 200X6 M' is generated in exhaustive 
approach. In the matrix M’, 198th row represents the codeword 
for 198th data sample. This codeword is compared  

 
Figure 3. All hierarchical binary trees for 3-class problem 

 
with each base codeword generated in the encoding step by 
finding the hamming distance [13]. The minimum distance 
codeword is considered to be the result class of the sample 
dataset.  

IV. EXPERIMENTAL RESULTS AND ANALYSIS  

To solve the multiclass classification problem with different 
strategies and make a comparative study, we used various 
datasets [18]. 5 different sets of data of different classes were 
experimented using MATLAB [19].  The number of samples 
and features of different biological data for both training and 
testing is shown in Table 3. Among the datasets, only Protein 
Crystallization and Iris are equally distributed, i.e., each class 
has the same number of samples. 
 

TABLE 3 : EXPERIMENTED BIOLOGICAL DATASET 

No Data set Classes Images Features 

1 Iris 3 150 4 

2 Thyroid 3 2978 22 

3 
Protein 

Crystallization 
5 100 45 

4 Breast Tissue 6 106 9 

5 Ecoli 8 336 7 

 

For each dataset all possible binary classifiers based on 
neural networks are trained using (1). Based on the 
performance of trained classifiers, both top-down and bottom-
up greedy hierarchical trees are created for all datasets. As it 

 
(a)Tree 1 
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(c)Tree 3 

 



 

 

is untraceable to show all greedy hierarchical trees, we only 
compare top-down and bottom-up greedy    structure for 
Protein Crystallization dataset [Table 4]. In this table, b is the 
binary classifier and MS is the misclassified samples at that 
level of the tree. Note that, both the hierarchical top-down and 
bottom-up trees start with one-versus-all and go downward in 
this way. It can be also seen that, number of missed samples 
are less in top-down structure than bottom-up. 

. 
 

TABLE 4:  TOP- DOWN AND BOTTOM-UP TREE STRUCTURES 

FOR PROTIEN CRYSTALLIZATION DATASET 

 
Table 5 shows the performance comparison of greedy 

strategy with OVO, OVA, exhaustive and multi-layer 
perceptron (MLP) network for different datasets of different 
classes. To integrate the results of OVO, OVA and exhaustive 
approach, ECOC with Hamming decoding method has been 
used. We also generated all possible binary hierarchical trees 
for Thyroid, Iris and Protein Crystallization using (2) and 
make comparison of best and worst tree with other strategies. 
Note that, for 3-classes performance accuracy is almost the 
same for all strategies. From the third row in Table 5, we see 
that best hierarchical binary tree outperforms greedy, MLP, 
OVO and OVA and the performance of worst hierarchical 
binary tree is very close to OVA for 5-class problem.  

It can be also seen from Figure 4 that, performance 
accuracy of greedy strategy is high for most multiclass 
problems comparing to MLP, OVO and OVA and this 
strategy is significant for 8-class problem (93% accuracy).  

 
 Figure 4.  Comparative results of GRDY-BU(Greedy  

Bottom-Up), GRDY-TD (Greedy Top-Down), MLP(Multi-

Layer Perceptron), OVO(One-Versus-One),  OVA(One-

Versus-All) and EX(Exhaustive)  approach 

When the number of classes becomes higher we can expect 
larger differences between greedy and other strategies (MLP, 
OVO and OVA). 
Though the performance of exhaustive approach is more than 
95% for all dataset, the number of classifiers for test data set 
increases dramatically with the increases in number of classes 
[Table 6]. Notice that, greedy strategy requires less number of 
classifiers than OVA, OVO and exhaustive approach. Though 

Name Greedy (Top-Down) Greedy (Bottom-Up) 

Tree Structure 

 

2 b 1345  ( MS-2) 

 

           5 b 134 ( MS-3) 

 

                  3 b 14 ( MS-4) 

 

                              1 b 4 ( MS-1) 

 

4 b 1235  ( MS-6) 

 

        3 b 125 ( MS-5) 

 

                 5 b 12 ( MS-0) 

 

                       1 b 2 ( MS-0) 

 

Missed Samples 10 11 



 

 

MLP requires only one classifier solving multiclass problem, 
this strategy has quite lower performance than the greedy 
techniques. 
Table 6 lists the training times of different strategies for 
different multiclass problems.  We can see that MLP requires 
least training time among all strategies. It is also noticeable 
that training time for the greedy and exhaustive approach is 
same and significantly high for higher number of classes.  

 

 

 

 

V. CONCLUSION 

The main purpose of this paper is to analyze the hierarchical 
binary trees for multiclass classification problem. We 
propose a new greedy technique to create the hierarchical tree 
structure where each node in the tree is a neural network 
based binary classifier.  To compare the performance of this 
new approach, two other standard solution to multiclass 
problem OVO and OVA has been considered in this paper. 
Moreover, we experiment the dataset with exhaustive 
approach using ECOC framework to combine the results. All 
these approaches are conducted with 5 different biological 
datasets of multiple classes.   

Though the exhaustive approach requires high 
computational resources and time, it can be used to solve 
critical multiclass problems where high performance is 

required. Surprisingly, although OVO and OVA are used 
frequently, they do not provide the best results. The 
performance of our greedy technique is better than OVO and 
OVA approaches for 4 different datasets. Between the two 
greedy structures performance result of top-down is better 
than bottom-up. 

In this paper, we introduce two equations two generate 
all possible binary classifiers and hierarchical binary trees 
with different macro-classes which can be a good research 
line. Besides, we depicted the nature of hierarchical binary 
trees by creating all trees which is conducted with 3 different 
datasets. It can be seen that, the new greedy technique is a 
good solution rather than generating all possible hierarchical 
trees for high number of multiclass problem. However, 
greedy techniques require generation of all binary classifiers 
for training. Our future plan is to apply the greedy technique 

with other 
datasets of 

different features and improve the performance by reducing 
training time.               
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