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ABSTRACT

Thedevelopmenbf thenew videocodingstandardMPEG-

4, hastriggeredmary video segmentationalgorithmsthat
addresghe generationof the video object planes(VOPs).
Thebackgrounaf avideoscenas onekind of VOPswhere
all othervideo objectsare layeredon. In this paper we

proposea methodfor the generatiorof the stationaryback-
groundin a MPEG compressedideo sequencelf the ob-

jectsmove frequentlyandall the componentf the back-
groundarevisible in the video sequencethe background
macroblockscan be constructedoy using DiscreteCosine
Transform(DCT) DC coeficientsof the blocks. After the

generatiorof thestationarybackgroundthemoving objects
canbeextractedby takingthedifferencebetweertheframes
andthebackground.

1. INTRODUCTION

The MPEG-4[5] video standardintroducesthe notion of
Video ObjectPlane(VOP)to supportcontent-basedccess
of video streams. Eachvideo object is representedas a
video object plane (VOP). The seggmentationof video ob-
jectsis one of the core partsof MPEG-4 video encoding.
The backgroundof the objectsis representeavith VOP,.
All other VOPsof objectsare layeredon the background
VOP,. TheVOPsareoftennotknown beforehandndthey
needto be extractedfrom imagesequences.

Most of the video segmentationalgorithmsthat address
VOP extractionhave emegeddueto the new video coding
standardMPEG-4. Most methodsthatare proposednves-
tigate the sggmentationof video objectsand are computa-
tion intensive. Kim etal. proposeda methodwhereVOPs
areextractedby first generatingnoving edgemaps[2]. The
methodproposedn [1] consistof amotiondetectiorphase
employing higherorderstatisticsanda regularizationphase
to achieve spatialcontinuity. VOPsaregeneratedrom an
estimatedchangedetectionmask(CDM) in [3]. A buffer
is usedto increasdemporalstability by labelingeachpixel
aschangedf it belongedto an objectat leastoncein the
lastL changedetectionmasks. The modelin [4] usesthe
edgepixelsin an edgeimagedetection. An objecttracker

matcheghis binary modelagainstsubsequenframes. The
modelis updatedevery frameto accommodatéor rotation
andchangesn shapeof the object. After video objectsare
extracted,the remainingpartof the imageis consideredas
thebackgroundy OF,.

Our focusis differentfrom the previous work donein
this field. We concentraten the generatiorof the station-
ary backgroundwhich will provide flexibility in MPEG-4
video constructionand editing. In this paper we propose
analgorithmwhich generateshe backgroundrom avideo
sequenceand then detectsthe moving objectson it. We
considerthe backgroundas the part of the imagewithout
the moving objectswhich arereplacedwith the real back-
ground.So,thisis notjustthe separatiorof thebackground
from moving objects.We alsogeneratéhebackgrounchid-
den behind the moving objectsfrom the video sequence.
The backgroundcan be constructedf all the components
appeatin the video sequence Becauseof the moving ob-
jects,not all partswill appearin the sameframe. We per
form our operationson the macroblocklevel using only
DCT DC coeficientsin anMPEG-1videostream.This ap-
proachfits well to applicationswherethe backgrounddoes
not changeoften such as lecturesor halls recordedby a
static camera. In theseapplications,the backgroundre-
mainsthe sameand objectsmaove enoughso that all parts
of thebackgroundarevisible in thevideosequence.

2. STATIONARY BACKGROUND GENERATION

2.1. MPEG Video Stream

An MPEG-1videostreams composeaf |, PandB frames,
where P and B framesexploit the similarity betweenthe
frames. The detectionof the backgroundcan be accom-
plishedif the moving objectdisplacests location. Sothat
thebackgroundahatis hiddenbehindthe objectwill bevis-
ible. In consecutie frames,thereis usually very slight
changelt istime consumingo procesgveryframe.There-
fore, the processf the backgroundgeneratiorat intervals
of frameswill provide fasterspeedP andB framesassume
very little changewith respectto their dependenframes
and their macroblocksare decodedusing macroblocksin
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Figurel: Blocksof amacroblockin MPEGframes.

thel frames.So,| framesarebettercandidate$or theback-
groundconstructionsincetherewill be enoughobjectdis-
placementin videosequencandthey donotdependnary
otherframe. But, if the mobile objectsaresmall (i.e. that
canfit in amacroblockandtheirdisplacemenis alsosmall,
then further processings needed. In that case,P and B
framesneedto be processedin this work, we addresdarge
mobile objects(i.e. thatcannotffit into singlemacroblock).

In MPEG-1, eachmacroblockof I-Frameis composed
of 6 blocks: 4 luminanceblocksand 2 color components
(Figure 1). Blocks are compressedising DiscreteCosine
Transform(DCT)and eachblock is representedvith DC
and AC coeficients. Our algorithmworks at the level of
macroblockgatherthanpixelssincethecompressiolis per
formedat the level of macroblocks.Let M B??(«) be the
macroblockatthep?” row andg?* columnof frameca. Each
DC coeficient of M B?4(a)) canbe denotedas DC??(«).
M BP1(a)) may be representedavith its DC coeficientsas
follows:

{7 (), Y (@), Y3 (a), Y5 (o), OO (@), Cr7 () }

whereYy, Y1, Ys, Y3, Cb andCr areDC coeficientsof the
blocksthatareshavn in Figurel.

2.2. TheAlgorithm
Thebackgroundyeneratiorhasthreesteps:

e Thegeneratiorof the backgroundrom avideoshot

e Merging of the samebackgroundghat are generated
from differentvideo shotswhich belongto the same
videoscene

e Merging of the samebackgroundghat appearin dif-
ferentvideoscenes

In this paperwewill focusonthegeneratiorof theback-
groundfrom avideo shot. Our algorithmhasthreephases:
the clusteringof the macroblocksthe selectionof the clus-
ter which may containthe backgroundnacroblockandthe
selectionof the backgroundmacroblockfrom the cluster
Thealgorithmis thusasfollows:

I* ClusterList(p, q) keepsall clustersof macroblocks
thatappearedtp'” row andg®® column®/

I* cluster(p, q) is theselectectluster(which will probably
have thebackgroundmacroblock)rom the
Cluster List(p, q).*/

For eachframea of thevideosequence
For eachmacroblock)M B??(«)
ClusterM BP4(«) into Cluster List(p, q)
Selectthecluster(p, q) from Cluster List(p, q)
Selectthe backgroundnacroblockirom cluster(p, q)
Combineall macroblockselected

2.2.1. Clustering
Two methodologiesmay be used for clustering: non-
incrementatlusteringandincrementatlustering.ln anon-
incrementatlusteringmethod all the macroblocksnustbe
storeduntil a shotchangeoccurs. The macroblocksanbe
clusteredusing a non-incrementatlusteringmethodfor a
video shot. This methodis goodif thevideo shotlengthis
short (lessthan5 seconds).But if the shotlengthis long
andif it is possibleto generatehe backgroundnacroblock
earlier thereis no needto first processandthenclusterall
the macroblocksn avideo shot. In this case,t is betterto
useincrementatlustering.

Let the backgroundmacroblockat location(p,q) needto
be generated.All macroblocksthat shaved up at this lo-
cation are clustered. The featurevectorfor a macroblock
is the DC coeficientsof the blocks. In our case,we map
macroblockgo aone-dimensionadpaceandorderthemac-
cordingto the distancefrom a specificpoint andthenclus-
ter them incrementallyas macroblocksarrive. The mac-
roblocks are clusteredusing NearestNeighbor Rule (1-
NNR). If thedistancdrom theexisting clusterds morethan
aspecificthreshold(r), anew clusteris createdor themac-
roblock. Most clusteringalgorithmswill be satishctoryto
clusterthe macroblockavhich have 6 elementsn their fea-
ture vector Since,the DC coeficientsarealreadyapprox-
imation to the macroblock,the distancefunction and how
featuresareevaluatedgainsignificancen clustering.

Distance Function. In our work, two typesof distance
measuresre considered:additive and selectve. Additive
distancemeasuresccumulatehedifferenceateachfeature
(e.g. Manhattan,Euclidean). Selectve distancemeasures
dependon the selectionof oneof the differenceof features
(e.g. maximum, minimum). As an examplefor additve
distancemeasureEuclideandistancemeasuravill beused.
Bothmazimum andminimum distanceneasuresvill be
consideredor the selectve distancemeasure.

The featuresmay be evaluatedin several ways. four
methodswill be statedhere. First methodassignsequal
weights to each DC coeficient. Let M BP%(a) and
M BP4(3) be the macroblockghatarecompared.The ab-
solutedifferencebetweertwo DC coeficientsof M BP?(«)
and M B?1(3) canberepresenteds ADC??(«, 3). Then
the EuclideandistancebetweenM B??(«) and M BP(3)
will becomputedas

3
DAY, B)? + ACH (e, B)? + ACTP(ax, B)?

=0



The secondmethodassignghe sameweightto the chromi-
nanceandtheluminanceandtakesthe averageof the lumi-
nancecoeficients. The averageof the luminanceDC co-
efficients of M BP1(«) is denotedwith Y22 (a) which is

avg
iZ?zo Y (). In thiscasethedistancewill becomputed
as

V(AYZ, (0, )2 + (e, )2 + AC1 (o, B)?

TheDC coeficientis 8 timestheaverageof thevaluesin the
block. So,a DC coeficientis the smoothingof the values
in the block. It may be betterto keepthe differencesas
much as possible. Insteadof averagingluminancevalues,
the maximumluminancedifference, AY?? («, 3), which

max
ismazi—o,3Y??(a, 3), maybeevaluated Thenthedistance
will be

VAYE(0, 8)2 + ACH(a, f)? + ACT¥i(a, f)?

Sometimes,it may only be necessaryto considersharp
changesin the sequence. Instead of computing the
maximum of luminance difference, the minimum lumi-
nance difference can be taken, AY?? («, ), which is

min

min;=o,3AY;(a, 3). Thenthedistancewill be

VAYE (0,8

Maximum selectve measureis usedif the differencebe-
tweentwo macroblocksneedsto be emphasizedis much
aspossible.Thefollowing functionis usedfor mazimum
distance:

maz(AYEL (a

mazx

2 + ACb(a, B)? + ACTPi(a, §)2.

,B), ACW(a, B), ACTP (a, §)).-

The sharpchangesat a macroblockcanbe detectedusing
theminimum distancemeasurasfollows:
min(AY i (a, B), AC (e, B), ACTP(a, B)).

2.2.2. TheCluster Sdlection
If thenumberof clustersaaremorethanonefor amacroblock
location, thereis a moving object at that macroblock. If
the numberof clustersis one,thenthereis no movementat
thatmacroblockandthe clusteris the only candidatevhich
containghe backgroundnacroblock.

Therearetwo basicfactorsthatwill beusedfor theselec-
tion of the cluster:frequency andcontinuity. Thefrequeny
of a clusteris the numberof elementdn thatcluster The
continuity of a clusterdenoteshe maximumlengthof the
sequencef macroblocksof the clusterthat appearedse-
guentially The clustersarefirst chosenaccordingto their
frequeng. If thereis atie, the clusterwhich hasa higher
continuityis selected Sometimestheremay be no or very
little motionin succeedind-Frames.All theseframesare
consideredas the sameframe andthey have the effect of
a single frame on the frequeng and the continuity of the
clusters.
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Figure2: Estimationof DC coeficientof thereferencenac-
roblock.

2.2.3. The Background Macroblock Selection

The backgroundare chosenfrom the clusterin four ways.
Threeof themare aboutluminanceandthe otherone con-
sidersbothluminanceandchrominanceln thefirst casejf
the moving objectabsorbdight (non-shining)jt will cause
darkneson the background.lt is betterto choosethe can-
didatewhich hasa higher luminance. Low luminanceis
dueto the objectin the environment. In the seconccasejf
the moving objectis a light sourceor reflectslight, it will
causehebackgroundo shine.So, it is betterto choosehe
candidatewvhich hasa lower luminance.High luminanceis
causedy the objectin the ervironment. In the third case,
if thetypeof theobjectis unknovn or it mayhavetheprop-
ertiesof both shiningandnon-shiningobject, thenit may
be betterto be neutral. So, the backgroundlock which is
closerto the meanis chosen Finally, if the coloris consid-
eredthenthebackgroundnacroblockwhichis closerto the
meanof all the block coeficientsis the candidate.

2.2.4. Enhancement with Motion Vectors
Themotionvectorindicatesvhetherthemacroblockmoves
to otherpartsof theframe. Althoughtheterm”motion vec-
tors” areusedin MPEG streamsmotionvectorsdo not ex-
actly expresghedisplacemendf amacroblock.They rather
give the locationof the closestmacroblockin the previous
or next frame. Thisis crucialif thereis a patternin theback-
ground. Although the macroblockdoesnot move, sinceits
patternis the sameas someother macroblock,the motion
vectormay point to that macroblock. If the macroblockis
previously locatedin anotherlocation, this usually shovs
the partswheremoving objectsexist. If thereis a patternin
theframe, it is alsopossiblethatthis macroblockwill point
to anotherdocationsharingthe samepattern.We apply two
trivial methodgo detectthis situation.

Sincewe do our operationson the macroblockevel, we
do not have the exact DCT coeficientsof this block. One
way to dealwith this is to checkall macroblocksthat in-
tersectwith this macroblock.If all of themhave the same
characteristicasin thepredictedrame,themacrobloclhas
not moved. Anotherway is to estimatethe DC coeficients
of thereferencedlock. It is shovn how to estimatehe DC
coeficientsof thisblock dependingpnthemacroblockghat



Figure3: Video SequencandBackgroundseneration.

intersectwith this block in [6]. The estimationis doneby
giving weightsaccordingto the macroblockcoeficientsby
the areathat sharewith the referencemacroblockM B;. ¢
(Figure2):
4
DCref = Z(w, X DC,)
i=1

where DC; givesthe DC valueof a block in Figure2 and
w; is the ratio of region coveredby M B; to the region of
thewhole macroblock(8x8=64pixels).

Let M B?¥(a) and (M BP?(j3) representhe referenced
macroblockin the referencedframe and in the current
frame,respectiely. If

Distance(M B??(a)), M BP1(8)) < 1),

where Distance is a distancefunction and r is a thresh-
old, this implies that the referenceblock hasnot changed
in the currentframe. This alsoimplies that M B??(«) was
affectedby the moving object. So, M By rrent(8) isacan-
didatefor the backgroundnacroblock.Otherwisejt would
beassumedo be partof a moving object.

2.3. Merging Backgrounds

The problemof meming backgroundss in fact the prob-
lem of merging macroblocks.Thereareclustersgenerated
for eachmacroblocklocation. Merging canbe donefrom
scratchasif no clustersexisted. Thenthe upperprocedure
for generatinglusterdrom a singlevideoshotcanbeused.
A clustermemging approactcanalsobe used. The clusters
which sharehesamecharacteristicaremerged. Thememg-
ing canbe performedby usingoneof the existing methods
in the literature. We merge themaccordingto their close-
nessof their centroids.

3. RESULTS

We usedvideo streamsthat are recordedin the lectures.
Eachlectureis storedasa MPEG-1videostream.The cod-
ing patternof streamsare IBBPBBPBBPBBPBBand the
framerateis 15 framesper second. Figure 3 shaows the
phasesf how the backgrounds detected. The first row

displaysthe framesthat are encountered.The secondrow
shaws the phaseof backgroundyeneration.Other exam-
plesareomittedheredueto the spacdimit.

Ourobsenationsshavedthatif theobjectmovesenough,
the backgroundcan be constructedn the early framesof
the clip. In the given example,the backgrounds gener
atedafter processindl3 | frames. 120 B and48 P frames
areskipped.Our resultsshoved that chrominancenustbe
includedin the distancecomputationand the selectionof
the backgroundmacroblockfrom the cluster The wrong
macroblockswhich have color distortionsmay be selected
if only luminancecoeficientsareconsidered.

4. CONCLUSION AND FUTURE WORK

An algorithmis presentedor the generatiorof the station-
ary backgroundrrom a compressedideo sequence.This

algorithmis basedon the clusteringof macroblocks. Ex-

perimentsshoved that backgroundsanbe extractedusing
DC coeficientsof MPEG streamsIn this paperwe did not

considercameraoperations.Our next stepwill be genera-
tion of the backgroundn existenceof cameramotion.
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