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ABSTRACT
An interactive multimedia presentation in a distributed multimedia system requires synchronization of media streams, preprocessing media for content-based retrieval and low-bandwidth transmission over network, and user interface for interacting multimedia presentations. The power of synchronization models is limited to the synchronization specifications and user interactions. We propose an event-based synchronization model that can handle time-based actions while enabling user interactions like backward and skip. For effective transmission of multimedia data, the multimedia data needs to be preprocessed. The sprite generation and moving objects segmentation can reduce the required bandwidth significantly. We propose a method for multiresolution sprite which will allow reproduction of the video at different resolutions. The object segmentation will be extracted by generating a closed boundary for the object. Since the video data may also exist in a compressed format, we also propose to extract new features from the compressed video. We will consider compressed data that is generated by Discrete Cosine Transform (DCT) which has been used in MPEG-1, MPEG-2, MPEG-4 [8] and H263.1. The user will be provided a high-level user interface to access the contents of the presentation. We will test this integrated framework on distance education project over the Internet.

1. INTRODUCTION
In this doctoral thesis, we aim to achieve the following goals:

- to provide a synchronization model which will flexibly support interactive multimedia presentations in distributed multimedia systems,
- to achieve Quality of Service(QoS) requirements by preprocessing multimedia data which includes the generation of the background and the extraction of moving objects,
- to provide a high-level user interface for content-based access of multimedia data.

2. MULTIMEDIA SYNCHRONIZATION
There has been many models proposed for multimedia presentations [3, 7, 4]. The major drawback of these models is the lack of support for VCR user interactions like backward and skip which are necessary for applications like distance education over network and sports applications. This originates from the information which is specified for the forward presentation by the user by stating the relationships among streams as in [1]. We propose to handle synchronization requirements by synchronization rules which are composed of events, conditions and actions like ECA rules. We will also consider how synchronization rules are generated from SMIL expressions. Each synchronization rule is simple and it is easier to deduce new rules from these rules for the backward presentation. A timeline for events and actions have to be generated to handle user interactions like skip and change direction. Our model [6] is an event-based model which can also handle time-based operations. It has 1) receivers to detect events, 2) controllers to check conditions and 3) actors to execute actions. A general layout of the components of the synchronization model is depicted in Figure 1.

3. VIDEO PROCESSING
If the data are transmitted over network, the background generation and the extraction of moving objects can reduce the amount of data to be transmitted significantly. If the multimedia data are compressed, features which will decrease the amount of processing need to be determined. Most of the previous video streams are compressed using Discrete Cosine Transform (DCT). The value of DC coefficient, the number of non-zero AC coefficients and the index of the absolute value of the highest AC coefficient are good features to compare two blocks. The sum of the absolute values of the highest AC coefficients indicates the existence of a boundary in the block. The highest coefficients also indicate the type of the boundary like (vertical, horizontal) which are still true after camera operations like panning and tilting.

The background generation can be performed by clustering of similar blocks at different intervals of the video stream.
Figure 1: The receiver, controller and actor relationships.

4. HIGH-LEVEL USER INTERFACE

Most of the user interfaces for multimedia presentations only consider VCR-type user interactions like play, pause and resume. Applications like distance education need high-level user interactions based on the contents of the presentation. One of our applications is distance education over network. Finding topics in a multimedia presentation is very hard. The multimedia presentation is presented like a book which has a table of contents. The student can view any section of the presentation like a book. The user can also set bookmarks in the presentation to review those sections of the presentation. These are some of the reasons why the synchronization model has to support skip and backward functionalities. A segment of the user interface is shown in Figure 2.

5. EXPECTED RESULTS AND FUTURE WORK

The proposed synchronization module provides flexibility in synchronization specification and enables interactive multimedia presentations in distributed multimedia systems. The generation of the background and the extraction of the moving objects will help the applications that require low-bandwidth provide more reliable presentations. We want to integrate the synchronization module, the generation of the sprite and the extraction of moving objects with a high level user interface for distance education application where students can access multimedia presentations like accessing books. We will test the integrated system from different locations in Europe and within United States.
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